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Abstract: 

As empirical researchers, we slipped into a new data use framework without even 
noticing it. Classical statistics gave rise to existing error protection procedures (e.g., 
p-values, multiple hypothesis testing corrections). But in the traditional setting, novel 
data sets were generated for each study (e.g., a randomized controlled trial, a survey 
using a sampling procedure) and then used to evaluate a specified number of 
hypotheses, and subsequent studies would be conducted leveraging data collected 
de novo. In the contemporary setting, a new paradigm of data use framework has 
emerged is better understood as a data reuse framework. Large-scale registries provide 
vast amounts of data to enable observational studies. In this work, we show that the 
federated and sequential reuse of data reuse, across many investigators, introduces 
positive dependence among inferential tasks, leading to cascading inferential errors. 
Common practice, which we call data gluttony, involves using all available data that 
meets study criteria, maximizing power at a cost: it shapes the distribution of inferential 
errors by introducing long tails of error. To address this, we investigate two paths to 
mitigate this risk. 
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